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Abstract: Cluster ensemble framework attempts to find stable and robust results through composing calculated
clusterings obtained from basic clustering algorithms without accessing the features or algorithms that determine
these clusterings. Diversity of clusterings is a important factor for improving cluster ensemble performance, where
an ensemble of small size of identical clusterings dose not improve the quality and robustness of solution. Con-
cerning limited access to the raw data, how new clusterings with more diversity and size can be created using
a few base clusterings. This paper proposes a new approach, cluster ensemble extraction, as a knowledge reuse
framework to create a new diversity without accessing the raw data. This approach creates a new set of clusterings
from the existing clusterings, which have more diversity and size compared to base clusterings. To evaluate the
performance of the proposed approach, several experiments were conducted on several real data sets and the results
were compered to the results obtained from executing of cluster ensemble on base clusterings. The comparison
results showed the superiority of the proposed approach over the cluster ensemble approach in terms of quality.
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1 Introduction

Clustering is one of the unsupervised rules for search-
ing and analyzing data, which is used in different
fields such as statistics, pattern recognition, machine
learning, data mining, and bio-informatics [1, 2].
Wide usage of clustering algorithms proves their use-
fulness in exploratory data analysis [3, 4]. The ma-
jor aim of data clustering is to find groups of patterns
(clusters) in such a way that patterns in one cluster
can be more similar to each other than to patterns of
other clusters. Because of characteristics of dataset,
different clustering algorithms obtain different clus-
tering results [5]. Therefore, it is difficult to choose
a suitable algorithm for a given dataset. Based on the
Kleinberg theorem [6], there is no one best single clus-
tering algorithm.

Clustering ensemble (CE) is considered as com-
bining multiple clustering results (clusterings) into fi-
nal clusters without accessing the features or algo-
rithms. Combining the clusterings are used by a con-
sensus algorithm. Since CE only needs access to
the base clusterings (BC) instead of the data itself, it
provides a convenient approach to privacy preserva-
tion and knowledge reuse. Through composing the
BC, the CE approach can achieve some characteris-
tics such as novelty, robustness, stability, and scala-
bility [7, 8].

The accuracy of consensus solution obtained by
a consensus algorithm is affected by both quality and
diversity of BC. Thus, an ensemble has not accept-
able performance on BC obtained from identical sin-
gle clustering algorithms [9]. Usually a subset of all
available clusterings may have more quality and diver-
sity compared to all available clusterings [9, 10]. The
main objective of cluster ensemble selection (CES)
approach is choosing a subset from a large library of
clustering solutions (clusterings) in order to create a
smaller cluster ensemble that can perform as appro-
priately as or better than the set of all available clus-
tering solutions [10, 11, 12]. However, the CE and
CES approaches require a large library of BC. In ad-
dition, diversity and quality in CES is very related to
BC.

This paper proposes a new approach, cluster en-
semble extraction (CEE), to improve the consensus
solution by extracting the existing clusterings without
accessing the raw data. Our contribution in this pa-
per is generating new diversity with different size us-
ing a few existing clusterings (BC) without accessing
the data. The new diversity is extracted from the BC
without using a diversity measure. For generating new
diversity from BC, three different methods are pro-
posed: (1) applying different consensus algorithms;
(2) using the same consensus algorithm with different
parameters such as different number of clusters; and
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(3) using different subsets of BC. In our approach, we
use all the three methods to generate new diversity by
clusterings extraction algorithm (CEA). Effects of dif-
ferent consensus algorithms, here CSPA and HGPA,
on BC and EC are experimented. The performance
of CSPA and HGPA on EC was compared empirically
to those on BC. The evaluation results obtained from
different real data sets demonstrated statistically more
successful performance of CEE compared to that of
CE.

The rest of the paper is organized as follows.
Section 2 gives an overview of related work. Sec-
tion 3 introduces different diversity and quality mea-
sures. Section 4 presents the cluster ensemble ex-
traction approach in witch clusterings extraction algo-
rithm is presented for generation new diversity. Sec-
tion 5 presents the experiments carried out on several
real datasets and the obtained results. Finally, sec-
tion 6 concludes the paper and recommends future
work.

2 Related work
CE is an approach widely adopted in clustering re-
search to improve the quality and robustness of clus-
tering results. CE includes two main parts: diversity
(creating multiple clusterings) and consensus func-
tion (combining multiple clusterings). Recently, re-
searchers have suggested the selection of diversity to
improve the ensemble performance [9, 13, 14]. Fig-
ure 1 shows the steps of CE and CES approaches.
Here, the review of CE and CES methods and some
milestone studies conducted on cluster ensemble de-
sign are discussed.

 

Data set 

Diversity 

Consensus Function 

Final Result 

Selection of Diversity 

Figure 1: Steps of the clustering ensemble selection
approach

In ensemble classifier/clustering techniques, gen-
erating diversity is commonly used in supervised and

unsupervised combining approaches. Various Meth-
ods have been proposed in literature for creating di-
versity or BC, including:

1. Different parameter initializations: primary clus-
terings are created using repeated runs of a single
clustering algorithm with several sets of param-
eter initializations such as cluster centers of the
k-means clustering technique, which are known
as homogeneous ensembles [15].

2. Different clustering algorithms: a number of dif-
ferent clustering algorithms are used together to
generate primary clusterings, which are called
heterogeneous ensembles [8, 16].

3. Different subsets of features: features are se-
lected or extracted to create subsets used for the
generation of clusterings [8, 15, 17].

4. Different subsets of objects: data are re-sampled
with or without replacement for generating clus-
terings [18, 19].

5. Projection to subspace: the objects are projected
on different subspaces, which include the projec-
tion to one dimension and random cut that are
applied to the production of clusterings [8, 20].

Consensus function is an algorithm for combin-
ing different clusterings (BC) to obtain final clus-
ters [7, 21]. Assume that H is a set of BC, H =
{h1,h2, ...,hL}, where L is size of BC, the consen-
sus function Φ combines all BC of H as h∗ = Φ(H).
The value of h∗ is result of sharing the most informa-
tion with the BC. In the CES, the consensus function
applies on a subset of BC instead of all. The con-
sensus function for CES is defined as h∗s = Φ(Hs),
where, Hs ⊂ H. The literature contains several CE
approaches that can be divided into voting, feature-
based, pairwise, and graph-based approaches.

The voting approach is also referred to as direct
approach or re-labeling approach. Contrary to other
approaches in which it is not necessary to solve the
correspondence problem between the labels of known
and achieved clusters, the voting approach solves the
correspondence problem. A re-labeling can be done
optimally between two clusterings using the Hungar-
ian algorithm [22]. After an optimal re-labeling, a
simple voting can be used to assign objects to clus-
ters, with which final consensus partitions are iden-
tified. In the feature-based approach, output of each
clustering algorithm is considered as a categorical
feature. In this approach, L features can be con-
sidered as an intermediate feature space on which
other clustering algorithms can work. Topchy and
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Jain [23] have proposed a function called general-
ized mutual information. Considering the fact that the
objective function equals the total intra-cluster vari-
ance of the partition in the transformed space of la-
bels, the k-means algorithm in such space can pro-
vide corresponding consensus solutions. The pair-
wise approach constructs the co-association matrix in
which the similarity between points is the number of
times that points are in the same created clusters of
clusterings. Usually, hierarchical algorithms such as
single-link, average-link, and complete-link are used
for combining results by co-association matrix [15].
The graph-based approach includes instance-based,
cluster-based, and hybrid approaches. Strehl and
Ghosh [7] explore three graph-based consensus al-
gorithms named Cluster-based Similarity Partition-
ing Algorithm (CSPA), HyperGraph-Partitioning Al-
gorithm (HGPA), and Meta-CLustering Algorithm
(MCLA). The CSPA as an instance-based approach
constructs a hypergraph in which the number of fre-
quency of two objects which are accrued in the same
clusters are considered as weight of each edge. The
k partitions are obtained using the METIS [24] on the
induced similarity graph. On the other hand, MCLA
is a famous cluster-based method in which the Jac-
card measure is applied as similarity measure between
two corresponding clusters. MCLA constructs a meta-
graph in which clusters are considered as vertices, and
the similarity measure between clusters (vertices) are
calculated as weight of the edges. In the hybrid ap-
proach, both objects and clusters are considered as
vertices, and the similarity measures are calculated
simultaneously based on objects and clusters located
between two vertices [25].

Recently, CES techniques have been proposed to
improve the CE performance [9, 10, 12, 26]. These
techniques select a subset of BC based on both diver-
sity and quality that are two important factors for im-
provement of the CE solution [9, 10, 12, 20]. If the
generated ensemble members (BC) are different from
each other and they also have an acceptable quality, a
better CE solution can be achieved [27].

In literature, there are different quality and diver-
sity measures considered for BC [9, 28, 29, 30]. Most
of them are based on match index between two parti-
tions. Two diversity measures commonly used in lit-
erature are Adjusted Rand Index (ARI) [31] and Nor-
malized Mutual Information (NMI) [7]. These mea-
sures are also used for measuring accuracy between
two partitions. Hadjitodorov et al. [9] used ARI di-
versity measure on a large number of candidate en-
sembles (BC) for selection. They constructed four di-
versity measures based on ARI and found the median
of the diversity values for BC and picked the corre-
sponding ensemble. Lu et al. [28] introduced a diver-

sity measure based on covariance. Alizadeh et al. [30]
proposed a CES method in which clusters (instead of
clusterings) were selected based on quality and diver-
sity measure. Naldi et al. [29] proposed several rel-
ative cluster validity indices based on quality and di-
versity for selection of BC. Using different relative di-
versity measures, they also investigated the impact of
the diversity on BC used for the ensemble. Azimi and
Fern [12] proposed adaptive cluster ensemble selec-
tion method in which datasets were divided to stable
and non− stable based on NMI values. They demon-
strated that, for non− stable datasets, the selection
of BC with more diversity made an improvement in
the solution. Jia et al. [13] generalized the selective
clustering ensemble algorithm proposed by Azimi and
Fern [12] and proposed a novel CES method, namely,
Selective Spectral Clustering Ensemble (SELSCE).
BC were generated by spectral clustering (SC) that
was able to engender diverse committees. The random
scaling parameter, Nystrm approximation, and ran-
dom initialization were used for producing the com-
ponents (BC) of the ensemble system. After the gen-
eration of BC, the bagging technique was used to rank
and assess the BC. Based on this ranking, BC were
selected for ensemble.

All the pervious works need to large library of BC
for ensemble. If a few clusterings with the same qual-
ity exist, a consensus algorithm cannot be appropri-
ately performed on BC. Thus, the consensus solution
may not accuracy, novelty, and so on. Since diver-
sity between clusterings is a critical factor to improve
the consensus solution, the question is that how di-
versity from the existing clusterings (BC) without ac-
cessing the data can be created. In addition, all CES
approaches proposed to improve the accuracy use at
least one diversity measure. These diversity measures
are not deterministic because data is unlabel in clus-
tering.

3 Diversity and quality measures
Two partitions are diverse if one partition’s labels are
not matched properly with the labels of the other one.
The normalized mutual information (NMI) [7] and ad-
justed rand index (ARI) [31] are commonly employed
to measure the diversity or quality of partition(s). The
ARI and NMI quality measures are calculated, respec-
tively as follow:

ARI(ha,hb) =
∑

ka
i=1 ∑

kb
j=1

(ni j
2

)
− t3

1
2(t1 + t2)− t3

(1)

where, t1 =
ka

∑
i=1

(nia
2

)
, t2 =

kb

∑
j=1

(nb j
2

)
, and t3 = 2t1t2

n(n−1) .

and

WSEAS TRANSACTIONS on INFORMATION SCIENCE and APPLICATIONS
Ebrahim Akbari, Halina Mohamed Dahlan 

Roliana Ibrahim

E-ISSN: 2224-3402 221 Volume 12, 2015



NMI(ha,hb) =
−2∑

ka
i=1 ∑

kb
j=1 ni j log( n.ni j

nia.nb j
)

∑
ka
i=1 nia log( nia

n )+∑
kb
j=1 nb j log( nb j

n )
(2)

where, in both equations, ha = {ca
1,c

a
2, ...,c

a
ka
} and

hb = {cb
1,c

b
2, ...,c

b
kb
} with ka and kb clusters, respec-

tively are two clusterings on dataset D with n samples;
ni j signifies the number of common objects in cluster
ci in clustering ha and in cluster c j in clustering hb;
nia denotes the number of objects in cluster ci in clus-
tering ha; and nb j stands for the number of objects in
cluster c j in clustering hb.

Both NMI and ARI quality measures are based
on label matching between two clusterings. In litera-
ture, the value of accuracy of the clustering result is
obtained by a quality measure (e.g., NMI) based on
a predefined class label. If h is a known class label
and h∗ is consensus result or clustering result, the ac-
curacy value is obtained by NMI(h,h∗). This value
indicates the accuracy of result. In this paper, CE and
CEE results are compared using the NMI values.

The quality of clusterings can be measured by
NMI(h,hi) as an external criteria or NMI(h∗,hi) as an
internal criteria, i = 1,2, ...,L. A high value of these
measures indicates that the clusterings have high qual-
ity and low diversity. Whereas, a low value of these
measures indicates that the clusterings have low qual-
ity and high diversity. Thus, these measures are ap-
plied to both quality and diversity measures. Since, in
the clustering, there is no label, the internal criteria is
used for choosing a subset of BC based on quality and
diversity in CES methods. The external criteria usu-
ally is used for testing final results based on quality
and diversity.

4 Cluster Ensemble Extraction
The CEE approach is very simple and efficient when
the BC are small, and their qualities are almost the
same and raw data is not available. Given a set of BC
as an input, first, a new set of clusterings (diversity) is
obtained by extracting it from BC; then, a consensus
solution is obtained by applying a proper consensus
algorithm to the new set of clusterings. Consensus
algorithms usually does not have an appropriate per-
formance on identical clusterings [9]. EC often have
more diversity than BC; note that the diversity is an
important factor to improve the consensus solution. A
new diversity can be extracted in three methods: (1)
using different consensus algorithms, (2) using vari-
ous parameters such as different number of clusters,
and (3) using different subsets of all available cluster-
ings.

In the first method, comparative performance of
different consensus algorithms can vary significantly
across BC. For example, in case of most of the data
sets, MCLA and CSPA outperformed HGPA in terms
of accuracy [15]. Thus, different consensus algo-
rithms obtained different solutions with different ac-
curacy on the same clusterings[7, 8, 15].

In the second method, number of clusters (k) is
often not known in advance, while the value of k for
many consensus algorithms is given by experts, which
can differ for a Consensus algorithm. Therefore, one
consensus function obtains different solutions with
different k, leading to different accuracy values for the
consensus solutions.

In the third method, a subset of BC may have
more diversity compared to BC [12, 13]. Based on
the new diversity, consensus algorithm obtains a so-
lution whose quality may different compared to the
consensus solution based on BC. Thus, a consensus
algorithm on different subsets of BC obtains the solu-
tions with different accuracy values.

Using the above-mentioned three methods, ex-
traction of new clusterings from the BC led to new
diversity with different qualities. furthermore, using
extraction, we obtained new clusterings with sizes dif-
ferent from or equal to that of BC. As an illustrative
example, let the following label vectors [7] specify
four clusterings of the same set of eight objects:
h1 = (1,1,2,2,1,1,2,2), h2 = (1,1,1,1,1,2,2,2)
h3 = (1,1,2,2,2,2,1,1), h4 = (1,1,1,2,2,2,2,1)
Using CSPA on the four clusterings, the consensus
solution is h∗ = (1,1,1,1,1,2,2,2), where the num-
ber of clusters in final clustering is 2 (k = 2). Us-
ing the CEE approach, we extract four new clusterings
via two consensus algorithms, CSPA and HGPA. Two
new clusterings are obtained by CSPA with k = 3,4,
and two other clusterings are obtained by HGPA with
k = 3,4 based on BC. Note that since the number of
clusterings in BC is few (L = 4), for extraction of new
clusterings, the whole BC are used. The four EC are
represented by label vectors as follow:
p1 = (1,1,1,2,2,2,2,3), p2 = (1,2,1,3,4,3,4,2)
p3 = (2,2,2,3,3,3,1,1), p4 = (1,1,1,2,2,2,3,4)
The consensus solution using CSPA with k = 2 on the
EC is p∗ = (2,2,2,1,1,1,1,1). The values of diver-
sity measure of BC, hi, i = 1,2,3,4, based on h∗ using
NMI (1−NMI(h∗,hi)) are 0.0499, 1.0000, 0.0499,
and 0.0499, respectively, while, the values of diver-
sity measure of EC, pi, i = 1,2,3,4, based on p∗ using
NMI (1−NMI(p∗,hi)) are 0.1912, 0.5231, 0.2412,
and 0.5734, respectively. This example shows that di-
versity values of BC are either extremely big or ex-
tremely small, whereas those of EC are roughly mod-
erate (around 0.5). In addition, the consensus solution
for BC has not novelty where the h∗ is the same as h2.
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On the other hand, the consensus solution for EC has
novelty where the p∗ does not exist in any sets of BC
and EC.

General framework of CEE is shown in Figure2.

Base Clusterings 

(Primary diversity)

Extraction of clusterings

(New diversity)

Final clustering

Consensus function

1. Using different consensus algorithms. 

2. Using various parameters such as 

different number of clusters.

3. Using different subsets of all available 

clusterings.

Figure 2: Steps of the cluster ensemble extraction ap-
proach

There are different methods for extraction of clus-
terings as explained earlier. Clusterings Extraction
Algorithm (CEA) extracts a new clusterings from BC.

Algorithm 1 Clusterings Extraction Algorithm
01. Input: H = {h1,h2, ...,hL}, set of L base clusterings
02. Output: P = {p1, p2, ..., pM}, set of M

extracted clusterings
03. Initialization:
04. Let P = /0 denote the empty set
05. for r=1 to M
06. Let C = /0 denote the empty set
07. C = { a subset of base clusterings randomly

with replacement },
where, the size of C can be dL

2e
08. Choose a consensus algorithm (φ )

to apply on set C
09. Choose a number of final clusters (k)
10. pr = φ(C,k), where pr is consensus solution

based on set C and k
11. P = P∪{pr}
12. end for

The CEA algorithm uses three diversity genera-
tion mechanisms simultaneously for extraction of new
diversity.

In the CEE approach, consensus solution is ob-
tained by a consensus algorithm on EC (set P in Algo-
rithm 1); whereas, in the CE approach, the consensus

algorithm obtains the solution based on BC (set H in
Algorithm 1).

5 Experimental Results
In our experiments, the CEE solutions were compared
with CE solutions based on NMI values. The ex-
periments were conducted with real data sets, where
true natural clusters were known. Since our data sets
were labeled, we could assess the quality of the clus-
tering solutions using external criteria [7]. Note that
although the CEE extracts new clusterings from BC
without accessing the data, for generation of BC, we
had to gain access to the original features. In this pa-
per, k-means algorithm with different location of ini-
tial cluster centers generates BC with almost the same
qualities [9]. The external criteria was used to mea-
sure the discrepancy between the structure defined by
a clustering and the one defined by the class labels.
Two consensus algorithms, CSPA and HGPA, were
used for obtaining solutions in our experiments.

The whole experiments were run for 10 times and
their results were averaged on each dataset. The per-
formance of CEE was evaluated using seven real data
sets. The real data sets were extracted from the UCI
data sets (available at:http://www.ics.uci/
mlearn/MLRespository.html).
The details of these data sets are presented in Table 1.

Table 1: Distribution of datasets
Number Data set (n) (d) (k)
1 Symbion (small) 47 16 4
2 Ecoli 336 7 8
3 Breast tissue 106 9 6
4 Iris 150 4 3
5 Wine 178 13 3
6 Glass 214 10 7
7 Breast cancer 699 9 2

BC were obtained by k-means with one k value
that was randomly chosen between [2,

√
n] and 30 it-

erations (number of BC is L = 30). Our experiments
included two parts; in the first one, the EC of the size
M (M = L = 30) were extracted by ECA algorithm. In
the second part, different EC were extracted by ECA
algorithm, where the number of the EC was from 10
to 100 with incremental step 10.

In the first part, clustering performances of CEE
and those of traditional CE approaches were com-
pared using CSPA and HGPA consensus algorithms.
The CEE solutions were obtained by executing CSPA
and HGPA algorithms on EC separately, and CE so-
lutions were obtained by executing CSPA and HGPA
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Table 2: Comparing results between CSPA and HGPA
for base clusterings

Number Data sets CSPA HGPA
1 Soymbean 0.8072 0.6501
2 Ecoli 0.5239 0.4786
3 Breast tissue 0.3928 0.2070
4 Iris 0.9192 0.7543
5 Wine 0.3995 0.1341
6 Glass 0.3365 0.2536
7 Breast canser 0.4480 0.0014
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Figure 3: Comparison of CSPA and HGPA for BC

algorithms on BC. Table 2, showing accuracy values
of CSPA and HGPA methods for BC, demonstrates
that CSPA method achieves better solutions for all
tested data sets compared to HGPA method. For ex-
ample, the accuracy values for Iris and Wine data sets
using CSPA method are 0.9192 and 0.3995, respec-
tively; whereas these values in case of HGPA method
are 0.7543 and 0.1341, respectively. Figure 3(a)
shows the effect of the two consensus algorithms on
BC based on accuracy values obtained from Table 2.
Table 3 shows accuracy values of CSPA and HGPA
for EC. Unlike the results of Table 2, Table 3 demon-
strates that HGPA method achieves better solutions
for all tested data sets except for Wine dataset com-
pared to CSPA method. For example, the accuracy
values for Iris and Soymbean data sets using HGPA
method are 0.9192 and 0.9098, respectively; while

Table 3: Comparing results between CSPA and HGPA
for Extracted clusterings

Number Data sets CSPA HGPA
1 Soymbean 0.7345 0.9098
2 Ecoli 0.4999 0.5954
3 Breast tissue 0.4301 0.4653
4 Iris 0.5813 0.9192
5 Wine 0.4604 0.4448
6 Glass 0.3259 0.3592
7 Breast canser 0.4826 0.5092
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Figure 4: Comparison of CEE and CE approaches us-
ing CSPA and HGPA

these values in case of CSAP method are 0.5813
0.7345, respectively. Figure 3(b) shows the effect of
the two consensus algorithms on EC based on accu-
racy values obtained from Table 3. Figure 4, based on
values presented in Tables 2 and 3, compares CEE ap-
proach with the traditional CE approach using CSPA
(Figure4(a)) and HGPA (Figure4(b)). Figure4 shows
that, executing on the tested data sets, CEE achieves
comparative or better solutions compared to the tra-
ditional CE. Furthermore, the performance of CEE
closely depends on the consensus algorithm. Using
HGPA, the CEE achieves better solutions for all data
sets compared to CE; whereas, using CSPA, the CEE
obtains the solutions that have less accuracy for some
data sets such as Soymbean, Ecoli, Iris, and Glass
data sets. Figure 5 is plotted based on the values of
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accuracies of BC and EC using NMI with a known
class label for each dataset. Note that the higher the
value of NMI indicates the lower diversity and vicev-
ersa. The accuracy/diversity for EC and BC is calcu-
lated based on HGPA. Figure 5 shows that EC have
more diversity compared to BC for all data sets ex-
cept for the Breast tissue. Moreover, the BC for Wine
and Breast tissue data sets have monotonic quality. As
Figures 4(a) and 5 show, the use of CSPA in CEE dose
not lead to an obvious improvement, even it may be
worse than CSPA in CE. BC have higher quality (less
diversity) compared to EC that have less quality (more
quality). On the other hand, in Wine and Breast tis-
sue data sets, BC have monotonic qualities while EC
have non-monotonic qualities. In Figures 4(b) and 5,
it can be seen that the use of HGPA causes a signifi-
cant improvement in CEE approach for all data sets.
Finally, according to Figures 4 and 5, HGPA obtains
more accurate results when ensemble members (BC
or EC) have more diversity, while CSPA obtains more
accuracy results when ensemble members (BC or EC)
have more quality.
In the second part, CEE generates different EC the
size between 10 an 100 with incremental step 10.
CSPA and HGPA are applied to different EC for each
dataset . CSPA and HGPA are also applied to BC. Fig-
ure 6 makes a comparison between the performance
of CEE and CE approaches with varying EC sizes
on seven data sets using CSPA as consensus algo-
rithm. The horizontal axis represents the EC size, and
the vertical one is the NMI value between the final
consensus solution and the real class label for each
dataset. Note that each point in the graph is obtained
by averaging on ten runs. In the following, we discuss
the performance of CEE based on the results shown
in Figure 6. Comparing with CE, CEE achieved com-
parable or improved performance in most of the data
sets. In particular, it achieved statistically significant
improvement for the Ecoli, Wine, Breast tissue, and
Glass data sets. Figure 7 compares the performance
of CEE and CE approaches with varying EC sizes on
seven data sets using HGPA as consensus algorithm.
Compared to CE, CEE improves the performance for
all data sets in all EC sizes except for Iris dataset. In-
terestingly, the solutions of CEE using HGPA as con-
sensus algorithm have more significant accuracy for
all data sets compared to CE solutions. Moreover,
the solutions of CEE using HGPA have more accu-
racy compared to the solutions of CEE using CSPA
for most of the data sets. The final result presented in
Figures 6 and 7 indicates that the performance of CEE
depends closely on the applied consensus algorithms.
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Figure 5: Comparing the quality of EC and BC
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Figure 6: Clustering accuracy of UCI datasets with
different number of EC using CSPA
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Figure 7: Clustering accuracy of UCI datasets with
different number of EC using HGPA

6 Conclusion
In this paper, the CEE approach was proposed in
which the ECA algorithm was used for extraction of
new clusterings from base clusterings. Unlike the tra-
ditional CE or CES that needed a large library of base
clusterings, the CEE could generate a large library of
clusterings from few base clusterings using extraction
of clusterings. A new diversity was generated without
using a diversity measure. From the base clusterings
of the size of 30, the ECA generated different new
EC with the size of 10 to 100 by incremental step 10.
Our experiments showed that the CEE using CSPA
and HGPA further improved the results compared to
CE using CSPA and HGPA. In addition, we experi-
mentally showed that the CSPA achieved good quality
solutions when the clusterings had a high quality. On
the other hand, the HGPA obtained the solutions with
high quality when the clusterings had more diversity.
Generally, CEE achieved statistically significant im-
provements for all data sets compared to CE. Further
study need to perform to generate large library of clus-
terings from base clusterings of small size by mathe-
matical methods as an optimization problem.
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